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Protecting Secret Information in

Software Processes and Products ∗

Yuichiro Kanzaki

Abstract

Recently, many software development processes and products involve secret

information, which is valuable or related to system security, such as the cipher

keys of a digital rights management system, conditional branch instructions for

license checking, and algorithms that are commercially valuable. The goal of this

dissertation is to prevent such secret information from being revealed to users.

Two cases are considered where secret information is revealed: (1) through work

products (e.g., source code, specification) leaked by insiders (developers) who

take part in a software development process, and (2) by reverse engineering of

software products (i.e., software implementation).

First, in order to tackle (1), a method is proposed which is useful for construct-

ing secure (i.e., little risk of leakage by insiders) software development processes.

Knowledge about work products in a software process is transferred among de-

velopers in a person-to-person manner, and the probability of each developer

knowing each product depends on the assignment of developers and the structure

of the software process. Based on these facts, the mechanism of knowledge trans-

fer within a software process for evaluating the risk of leaking security-sensitive

products by insiders is formulated.
∗ Doctoral Dissertation, Department of Information Systems, Graduate School of Information

Science, Nara Institute of Science and Technology, NAIST-IS-DD0361009, February 2, 2006.
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Second, in order to tackle (2), a method for increasing the cost of reverse

engineering attacks is proposed. This method first overwrites program instruc-

tions with dummy instructions. Then, the program itself restores (i.e., replaces

the dummy instructions with the original instructions) within a certain period

of execution using a self-modification mechanism. This drastically increases the

complexity of program understanding since the understanding fails if the dummy

instructions are inspected as they are.

This dissertation is organized as follows. In Chapter 1, the background and

outline of the dissertation is summarized. In Chapter 2, a method to evaluate the

risk of leaking security-sensitive work products by insiders, for a given software

process, is presented. In Chapter 3, a method for increasing the cost of reverse

engineering attacks using the self-modification mechanism is presented. Chapter

4 concludes the dissertation and presents directions for future work.

Keywords:

software security, software protection, information leakage, software development

process, tamper-resistant software
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Chapter 1

Introduction

1.1. Background

As software involving security-sensitive secret information increases, protection of

internal secrets from being leaked out to software users has become an overarching

issue in today’s software development. A wide variety of secret information is

present in today’s software systems as follows:

Security-Sensitive Data: Security-sensitive data are constant values (e.g.,

numeric values and alphabet strings) that are related to system security

and/or user privacy. For instance, in CPPM (Content Protection for Pre-

recorded Media)/ CPRM (Content Protection for Recordable Media) stan-

dards, a cipher key called a “device key” and related constant values called

an “S-Box” must be secretly implemented in a digital contents player soft-

ware and must be concealed from its users [1]. If a user obtains such secret

values, illegal copying or use of digital contents could occur [65].

Security-Sensitive Algorithm: A security-sensitive algorithm is a logical se-

quence of instructions that is related to system security or is commercially
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valuable. For instance, the decryption algorithm of CSS (Contents Scram-

bling System) standards, which is still commonly used for DVD media pro-

tection, should have been concealed from users [21], although the algorithm

was revealed by a “crack” in 1999. As a result, programs which subvert

DVD copy protection are widely distributed these days [54].

Security-Sensitive Branch Points: A security-sensitive branch point is a set

of conditional branch instructions related to system security. For instance,

it must be extremely difficult for users to find and modify conditional branch

instructions that check whether a user is licensed or not, to avoid illegal use

or copying of software [21,23,26].

Illegal activities caused by the revealment of such secret information are fatal

threats to the software industry since those activities bring about serious financial

damage to software suppliers and vendors [49]. In order to prevent such secret

information from being revealed to users, the following two avenues of obtaining

secrets must be obstructed:

1. Obtaining secret information through leaked work products of a software

process (Figure 1.1(a)).

2. Obtaining secret information by reverse engineering of software products

(Figure 1.1(b)).

The two avenues of obtaining secrets are described in detail below.

2
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Figure 1.1. Two avenues of obtaining secrets
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1. Obtaining secret information through leaked work products of a

software process

There is a possibility that work products (e.g., source code, specification) of a

software development process leak out to users. The leakage of work products

could have many different causes, such as having a computer that has secret

information stolen or misplaced, unauthorized access to the computer via the

Internet, and illegal sales of secret information by insiders [3]. For example, the

source code of Microsoft Windows NT and Windows 2000 has been leaked onto

the Internet [7]. Certain evidence seems to point to a Microsoft partner company

as the source of the leaked code [36,38]. Microsoft is concerned about the potential

theft of its handiwork because this theft calls into question intellectual property

rights [37].

2. Obtaining secret information by reverse engineering of software

products

Even if a user cannot obtain leaked work products that include secret information,

he/she might be able to obtain the secret information by the reverse engineering

of software products (i.e., software implementation). Reverse engineering is the

process of taking a software program apart and analyzing its workings in detail.

While reverse engineering commonly takes place in software maintenance tasks

such as the investigation of interoperability and security auditing, it also has been

used for obtaining secret information involved in software by end users.

On open systems such as Windows and Unix, information about the API of the

OS and the architecture of CPU [59] is open to the public. In addition, tools for

analyzing software such as disassemblers, binary editors and debuggers are easily

available. Since it is easy for users to reverse engineer compared to conventional
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embedded devices [25], software running on open systems is always exposed to

the menace of reverse engineering attacks. In fact, many illegal activities have

been and are currently occurring through reverse engineering, and many software

developers worry about their applications being reverse engineered [18,52,57].

1.2. Goal and Approach

The goal of this dissertation is to explain how to prevent secret information from

being revealed to users. Assuming that a user can obtain secret information

through leaked work products of software processes, and by reverse engineering

of software products, two methods for protecting secrets are presented:

1. A method for evaluating the risk of leaking security-sensitive work products

2. A method for protecting software against reverse engineering attacks

The approaches of each method are described below.

A method for evaluating the risk of leaking security-sensitive work

products

Since leakage of security-sensitive work products is caused by human errors in

many cases [3], minimizing the amount of knowledge transfer of secret informa-

tion among software developers to prevent the information from leaking out is

important. However, from the viewpoint of efficiency, knowledge transfer should

be improved, since it helps developers acquire a similar understanding of the pro-

cess [32, 35]. Thus, people who design a security-sensitive software process (e.g.,

software process analyst, software process designer) should carefully consider the

balance between the productivity and the risk of leakage, when they determine

5



the structure of the software process and the assignment of developers to each

process.

As a method that is useful for preventing leakage of security-sensitive software

process, a framework to quantitatively evaluate the risk of information leakage,

that is, the knowledge transfer with irrelevant products, for a given software pro-

cess is presented. To achieve this, first the problem of information leakage is

formulated by introducing a formal software process model. Next, assuming that

the knowledge of the irrelevant products can be transferred, a method to compute

the probability of each developer knowing each product is presented. The prob-

ability reflects the risk that someone leaked the product to the developer. This

probability is derived from the given software process model using a recurrence

formula.

This method is introduced in detail in Chapter 2.

A method for protecting software against reverse engineering attacks

First, how typical reverse engineering attacks are performed to obtain a solution

for protecting software against the attacks is considered. Although it is difficult

to clearly answer how software is reverse engineered since there are many ways to

attack software programs, it is certain that an attacker (i.e., a user who performs

reverse engineering attacks) has to understand a program to reverse engineer that

program successfully.

Figure 1.2 shows a scenario, where an attacker obtains clues to nullify the

password-checking routine. First, the attacker disassembles the binary program

into an assembly program to make it easy to understand. Then, the attacker often

narrows the range of analysis to reduce the cost of program understanding. Then,

a program fragment containing the checking routine is identified and understood

by the attacker. As a result, the checking routine may be canceled or cropped,

6
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Disassemble

:
addl  $16,%esp
cmpl $123,%eax
jne  L6
jmp  L4
push %eax

:

Understand Clues to Nullify
the Checking Routine

Figure 1.2. A scenario of obtaining clues to nullify the password-checking routine

and the program may be used without password authentication. As seen in this

example, whenever software is reverse engineered, there must be a process where

an attacker reads the program and tries to understand the program.

An effective method to protect software against reverse engineering attacks

is to increase the cost of program understanding. The key idea of the method

presented in this dissertation is to camouflage a significant amount of instructions

with dummy instructions in a program. Our method first overwrites the instruc-

tions with dummy instructions. Then, the program itself restores the instructions

within a certain period of execution using a self-modification mechanism. This

drastically increases the complexity of program understanding, since the under-

standing fails if the dummy instructions are inspected as they are.

This method is presented in detail in Chapter 3.
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Chapter 2

Quantitative Analysis of

Information Leakage in

Security-Sensitive Software

Process

2.1. Introduction

Information leakage is a serious problem in today’s advanced information society.

Many incidents have been reported recently, including leakage of user accounts

and passwords [61], medical records [47], and product source codes [7]. Because

of its impact on trust and security, minimizing the risk of information leakage is

now a social responsibility for every organization.

Although information leakage occurs in many domains, the leakage in a soft-

ware development process is especially focused on. The development of a complex

and large-scale software system requires the collaborative effort of many people
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with an elaborate software process [30]. A (whole) software process is composed

of partially-ordered sub-processes (simply called processes) such as design, coding

and testing. Each process has work products (simply products) as either the input

or output of the process.

Typically, a number of developers including manages, designers and program-

mers, participate in a common process. Given input products, the developers

collaborate with each other, and produce output products. Through the collab-

oration, they usually share their knowledge of the products in order to achieve

the process efficiently. Thus, when multiple developers participate in a process,

certain knowledge transfer may occur in the process. From the viewpoint of effi-

ciency, knowledge transfer should be improved, since it helps developers to acquire

a similar understanding of the process [35].

However, in the development of security-sensitive software such as DRM ap-

plications [11, 41], the transfer of product knowledge is not always encouraged.

To understand this better, a simple example is introduced.

Figure 2.1 shows a software process consisting of two processes P1 and P2.

P1 is a design process conducted by developer Alice, where Alice produces a

product Specification from two given products, Requirement and SecretInfo. It

is here assumed that SecretInfo is confidential information (e.g., device keys or

S-BOX of CPRM systems [1]) that only Alice is authorized to see, and that must

appear in Specification in a certain encoded form. P2 is a coding process in which

Alice, Bob, and Chris participate. The three developers collaborate with each

other and produce Code from Specification. Since Alice knows Specification, Alice

may explain it to Bob and Chris in the collaboration. This knowledge transfer

is reasonable, since Specification is necessary for Bob and Chris to perform P2

together. Even if Alice does not give any explanation, Bob and Chris must know

Specification. On the other hand, both Requirement and SecretInfo are irrelevant

9



Requirement
……
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SecretInfo
……
……

P1
Design

Specification

……
……

Code

P2
Coding

Alice

Alice Bob Chris

Encoded
Secret
………

………

Figure 2.1. Security-sensitive software process

to P2, since they are not directly connected to P2. However, what happens if

Alice tells Bob or Chris the knowledge about SecretInfo in P2? In this case, Bob

or Chris gets to know SecretInfo, which ruins the security scheme.

From the above observation, in a security-sensitive software process, the knowl-

edge transfer with any such irrelevant products should carry a warning such as

information leakage. Note that the risk of information leakage varies, depending

on the structure of the software process and the assignment of developers to each

process. For example, in Figure 2.1 if Alice is not assigned to P2, no leakage

occurs.

The goal of this chapter is to propose a framework to evaluate quantitatively

the risk of information leakage for a given software process. To achieve this,

10



first the problem of information leakage by introducing a formal software process

model is formulated. The model is based on the conventional process-centered

software engineering environment [19, 22]. The contribution is to formulate

product knowledge of each developer on top of the model, focusing on the process

structure and the developer assignment.

Next, assuming that the knowledge of the irrelevant products can be trans-

ferred (i.e., leaked), a method to compute the probability of each developer know-

ing each product is presented. The probability reflects the risk that someone

leaked the product to the developer. The probability is derived from the given

software process model using a recurrence formula.

To show applicability to practical or actual settings, three case studies are

conducted. The first case study demonstrates how the information leakage varies

depending on the assignment of developers. In the second case study, an applica-

tion to find an optimal assignment of developers for a constrained software process

is presented. In the last case study, the relationship between the process struc-

ture and the information leakage is investigated. The proposed method provides

a simple but powerful means to perform quantitative analysis on information

leakage in a security-sensitive software process.

The rest of this chapter is organized as follows: In Section 2.2, definitions of

the software process model are given. Section 2.3 describes the proposed method

for characterizing the dynamics of information leakage. In Section 2.4, the case

studies are conducted. In Section 2.5, two issues are discussed: setting probability

of leakage among developers, and leakage in a deterministic manner. The related

work is also reviewed in the section.

11



2.2. Preliminaries

2.2.1 Software Process Model

First, a definition of a software process model is presented. The model is based

on the conventional process-centered software engineering environment [19, 22],

where the software development is modeled by partially-ordered activities (pro-

cesses) operating with given or intermediate working products. In addition to the

conventional model, the proposed model involves the assignment of developers to

specify explicitly who participates in each process.

Definition 1 (Software Process Model) A software process model is defined

by P = (U,WP, PC, I, O, AS), where:

• U is a set of all developers participating in the development.

• WP is a set of all work products.

• PC is a set of all processes.

• I is an input function PC → 2WP that maps each process p ∈ PC onto a

set IP (⊆ WP ) of input products of p.

• O is an output function PC → 2WP that maps each process p ∈ PC onto a

set OP (⊆ WP ) of output products of p.

• AS is an developer assignment function PC → 2U that maps each process

p ∈ PC onto a set of developers participating in the process p.

Figure 2.2(a) shows an example of the software process model, which simplifies

an implementation stage of a security-sensitive application. The model contains

12



U = { A, B, C, D, E}
PD = { DesignSpec, Rev-Spec, SecretInfo, 

ModuleSpec, S-ModuleSpec, MainModule,
SecurityModule, ObjectCode }

PC = {Review, SecAnalysis, S-Design, Coding1,
Coding2, Integrate  }

I(Review)={DesignSpec}
I(SecAnalysis)={Rev-Spec}
I(S-Design)={SecretInfo}
I(Coding1)={ModuleSpec}
I(Coding2)={S-ModuleSpec}
I(Integrate)={MainModule, SecurityModule}

O(Review)={Rev-Spec}
O(SecAnalysis)={ModuleSpec,SecretInfo}
O(S-Design) = {S-ModuleSpec}
O(Coding1)={MainModule}
O(Coding2)={SecurityModule}
O(Integrate)={ObjectCode}

AS(Review)={A}
AS(SecAnalysis)={A, B}
AS(S-Design)= {A, B}
AS(Coding1)={A, C}
AS(Coding2)={B}
AS(Integrate)={C, D, E}

Design
Spec

Rev-Spec

Module
Spec

Secret
Info

Security
Module

Main
Module

Review
{A}

{A, B}

{A, C}

{A,B}

Coding1

S-Design

SecAnalysis

Integrate{C, D, E}

Object
Code

{B} Coding2

S-Module
Spec

(a) Software Process Model (b) Petri-Net Representation

Figure 2.2. Process model example

five developers, eight work products, and six processes. The scenario assumed in

the model is briefly explained as follows:

Example Scenario: The implementation stage produces an object code from

a given design specification. In this stage, the design specification is revised by

a review process. Next, by applying a security analysis to the reviewed specifi-

cation, all security-sensitive information is isolated from the specification. The

rest of the specification is called ModuleSpec. From the security information,

authorized developers design a specification, called a S-ModuleSpec for an inde-

pendent security module in which the raw security information is encoded. A

main module and the security module are coded respectively from ModuleSpec

and the S-ModuleSpec. Finally, these two modules are integrated as the object
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code.

In Figure 2.2(a), let us consider the process Review. This process models the

review of the design specification. Review takes DesignSpec as an input product,

and outputs a reviewed specification (Rev-Spec). In this example, only developer

A is responsible for conducting the process. Next, the process SecAnalysis is

considered. This process takes Rev-Spec as an input, and outputs ModuleSpec

and SecretInfo. Two developers A and B participate in the process. Through a

similar discussion, how the process model achieves the example scenario can be

seen.

By definition, each process has a set of input products and a set of output

products. This definition allows us to draw a given process model by a Petri net

[43], by associating WP with places, PC with transitions, and by connecting a

place and a transition with an arc according to I and O. Figure 2.2(b) shows

a schematic representation of the example process with Petri net. Also, a set

of developers is associated with each corresponding transition based on AS, as

depicted in the left of the transition. Note that the use of the Petri net is just for

better comprehension of the overview of the process structure, but is not essential

to the methodology here.

2.2.2 Order among Processes

Suppose that P = (U,WP, PC, I, O,AS) is given. For p ∈ PC, w ∈ I(p) and

w′ ∈ O(p), a triple (w, p, w′) is used to represent a product dependency of process

p, where a work product w′ is produced from w via p. The product dependencies

implicitly specify a partial order between processes, since a process needs input

products that have been previously generated by other processes.
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Definition 2 (Order of Processes) For processes p and p′, p is executed be-

fore p′ (denoted by p < p′) iff there exists a sequence (w0, p, w1) (w1, p1, w2) ...

(wn−1, p
′, wn) of product dependencies. For processes q and q′, if any < is not

defined between q and q′, q and q′ are independent.

Let us consider the previous example. As depicted in Figure 2.2(b), the order

among the six processes can be seen, i.e., Review < SecAnalysis < Coding1 <

Integrate, and Review < SecAnalysis < S-Design < Coding2 < Integrate. Note

that the order is partial at this moment. Indeed, no order between Coding1 and

S-Design (or Coding2) is defined, thus they are independent. The independent

processes can be executed in any order, even concurrently.

2.2.3 Assumption on Software Process Model

The following two assumptions are used for a given process model P = ( U, WP,

PC, I, O, AS).

Assumption A1: There exists no sequence (w0, p0, w1) (w1, p1, w2) ...

(wn−1, pn, wn) of product dependencies such that w0 = wn.

Assumption A2: For any pair of independent processes p and p′, if AS(p) ∩
AS(p′) 6= φ, then an order between p and p′ must be given.

Assumption A1 states that the product dependencies never form a loop. This is

quite reasonable for general software processes. Indeed, it is unrealistic to assume

that a work product newly obtained can be used as the input of the processes

that have been completed previously. By this assumption, there is a consistent

partial order among processes for a given sequence of product dependencies.

Assumption A2 states that independent processes p and p′ must be ordered

when the same developer is assigned to both p and p′. This assumption is based
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on the observation that a developer cannot engage in more than one process si-

multaneously. Let us consider the process model in Figure 2.2. In this example,

processes Coding1 and S-Design are independent. However, they cannot be ex-

ecuted simultaneously, since the same developer A is assigned to both processes

(i.e., AS(S − Design) ∩ AS(Coding1) = {A}). Hence, it is required to give

an order between these processes, for instance, S-Design < Coding1, so that A

conducts S-Design first.

By these assumptions, if a developer u is fixed, then the processes in which u

participates are totally-ordered.

Proposition 1 Let P = (U,WP, PC, I, O, AS) be a given process model with

Assumptions A1 and A2. For a developer u ∈ U , let PCu = {p|p ∈ PC ∧ u ∈
AS(p)} be a set of all processes to which u is assigned. Then, PCu is totally-

ordered.

Consider the process model in Figure 2.2 with S-Design < Coding1. Then, the

processes to be conducted by each user are ordered as follows:

PCA : Review < SecAnalysis < S-Design < Coding1

PCB : SecAnalysis < S-Design < Coding2

PCC : Coding1 < Integrate

PCD : Integrate

PCE : Integrate

Since PCu are totally-ordered, any process in PCu has at most one immediate

predecessor.

Definition 3 (Predecessor of Process) Let pu1 , pu2 , ..., puk
be all processes in

PCu such that pu1 < pu2 < ... < puk
. For pui

∈ PCu, pui−1
is called immedi-

ate predecessor of pui
with respect to u, which is denoted by predu(pui

). Also,

predu(pu1) is defined to be ε (empty).
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In the above example, there is predA(Coding1) = S-design, which means that

A participates in S-design immediately before Coding1. Also, there is predC

(Coding1) = ε meaning that Coding1 is the first process that C engages in.

2.3. Characterizing Dynamics of Information Leak-

age

2.3.1 Product Knowledge of Developers

To perform a process p, developers engaging in p must know all the input products

of p. Based on the input products, they develop the output products. Hence,

when finishing p, developers should be acquainted with the output products as

well. Thus, when a process is performed, the developers acquire knowledge about

the related (i.e., input/output) products. For each developer, the knowledge is

accumulated in the sequence of completed processes. This dynamics depends on

the given process model, specifically, I, O, and AS.

For example, consider the example in Figure 2.2. Developer A participates

in process Review. Hence, when Review is finished, A must know the products

DesignSpec and Rev-Spec. Similarly, the completion of SecAnalysis provides the

knowledge of Rev-Spec, ModuleSpec, and SecretInfo for both A and B. Thus,

when A completes SecAnalysis, A knows four products; DesignSpec, Rev-Spec,

ModuleSpec, SecretInfo.

Definition 4 (Product Knowledge) Let P = (U,WP, PC, I, O, AS) be a given

software process model. For u ∈ U and p ∈ PC, a set of working products

Know(u, p) (⊆ WP ) is defined s.t.

Know(u, p) =
⋃

u∈AS(p′)∧p′≤p

(I(p′) ∪O(p′)) (2.1)
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Table 2.1. Know(u, Integrate) (u ∈ {A,B, C, D, E})
u DSpc RSpc SInfo MSpc SSpc MMo SMo OCd

A 1 1 1 1 1 1 0 0

B 0 1 1 1 1 0 1 0

C 0 0 0 1 0 1 1 1

D 0 0 0 0 0 1 1 1

E 0 0 0 0 0 1 1 1

Know(u, p) is called the product knowledge of developer u at the completion of

process p.

The term “knowledge” is used in an abstract sense, which can be refined in terms

of, for instance, the essential idea or mechanism, the product’s document itself,

or the access method to the product.

Let us compute Know(B, Coding2) with Figure 2.2. Before Coding2, B has

participated in SecAnalysis and S-Design. Hence, accumulating the input/output

products of these three processes, there is Know(B,Coding2) = { Rev-Spec,

SecretInfo, ModuleSpec, S-ModuleSpec, SecurityModule }.
For convenience, Know(u, p) is represented with a binary vector. Let w1,

w2, ..., wn be all work products in WP . Then, Know(u, p) = [wp1, wp2, ..., wpn]

is denoted, where wpi = 1 iff wi ∈ Know(u, p), otherwise wpi = 0. Then, the

product knowledge of all users at the completion of the last process (i.e., Integrate)

can be represented in Table 2.1.

2.3.2 Leakage of Product Knowledge

Now suppose a situation such that a developer may share his/her product knowl-

edge to other developers sharing the same process.
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As an example, consider Coding1 in Figure 2.2. This process is shared by A

and C. Assuming an order S-Design < Coding1, the product knowledge of A and

C at Coding1 are computed as follows:

DSpc RSpc SInfo MSpc SSpc MMo SMo OCd

Know(A,Coding1) = [ 1 1 1 1 1 1 0 0 ]

Know(C, Coding1) = [ 0 0 0 1 0 1 0 0 ]

Coding1 is the first process that C participates in. Hence, at this moment, C

is supposed to know only ModuleSpec and MainModule. C does not need to know

all the rest of the products. On the other hand, A has more product knowledge

than C, because A has previously participated in three other processes.

Assume now that during Coding1, A tells C the product knowledge that C

does not know, for example SecretInfo, with some probability. As a result, C

learns SecretInfo although C has never directly touched it before. Once C knows

SecretInfo, the knowledge would be propagated to D and E, since C shares the

subsequent process, Integrate, with D and E. As a result, the isolation of security

information would be in vain.

Thus, when multiple developers work in the same process, the product knowl-

edge can be spread from the developer who knows the product to developers who

do not know. This is regarded as information leakage in the software process,

which is specifically defined as follows.

Definition 5 (Leakage) For developers u, u′ ∈ D, a work product w ∈ WP

and a process p ∈ PC, u may leak w to u′ at p iff {u, u′} ⊆ AS(p) and both

w ∈ Know(u, p) and w 6∈ Know(u′, p).

The above definition of leakage might be a bit broad. Indeed, this definition

covers a case such that a security product w is known to an unauthorized devel-

oper u′. On the other hand, someone may say that it is not leakage if w is not a
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security-sensitive product, or if u and u′ work for the same company. However,

for simplicity and generality of the model, this broad definition is kept. A more

detailed criteria of the leakage should be tuned depending on the target software

process.

2.3.3 Stochastic Product Knowledge

Now, let us take the leakage of product knowledge into account in the model.

Specifically, the following assumption for a given process model P = ( U , WP,

PC, I, O, AS ) is introduced:

Assumption A3: For u, u′ ∈ U and w ∈ WP , let leak(u,w, u′) be the probabil-

ity that u leaks w to u′. It is assumed that leak(u, w, u′) is given for any u,

u′ and w.

Then, in a process p, a developer u may happen to know a product w such

that w 6∈ Know(u, p), since someone could leak w to u with a certain probability.

This motivates us to deal with product knowledge in a stochastic manner.

Let us consider a probability that a developer u knows a work product w at

the completion of process p, which Pkn(u, p, w) is denoted. When u knows w at

the completion of p, two cases can be considered.

Case C1: w ∈ Know(u, p), or

Case C2: w 6∈ Know(u, p) and some developers leak (or leaked) w to u.

Case C1 means that w is already counted in u’s product knowledge. For this

case, Pkn(u, p, w) = 1.0. Case C2 can be further divided into two sub-cases.

Case C2a: u knew w before p (via someone else), or
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Case C2b: [u ∈ AS(p)] and [u did not know w before p] and [in p some devel-

opers sharing p with u leak w to u].

The probability that Case C2a holds is

P (C2a) = Pkn(u, predu(p), w) (2.2)

which means that u knew w in the predecessor process. Next, the probability

for Case C2b can be formulated by

P (C2b) = C(u, p) ∗ (1− Pkn(u, predu(p), w)) ∗ Pleak (2.3)

where C : U × PC → {0, 1} such that C(u, p) = 1 iff u ∈ AS(p); otherwise

C(u, p) = 0, and Pleak is the probability that some developers sharing p leak w

to u.

Next, Pleak is formulated. Let u1, u2, ..., uj be developers who share p with u

(i.e., {u1, u2, ..., uj} = AS(p)−{u}). In order for ui to leak w in p, two conditions

are required: (1) ui needs to have known w before p, and (2) ui leaks w to u.

Therefore, the probability that ui leaks w to u in p is

Pkn(ui, predui
(p), w) ∗ leak(ui, w, u)

Moreover, u knows w iff at least one of u1, u2, ..., uj leaks w to u in p, which

is the complement of “none of u1, u2, ..., uj leaks w to u in p”. Hence,

Pleak = 1− ∏

ui∈AS(p)−{u}
{1− Pkn(ui, predui

(p), w) ∗ leak(ui, w, u)} (2.4)
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Combining all formulas together, Pkn(u, p, w) is finally derived, which is the

probability that u knows w at the completion of p :

Pkn(u, p, w) =





1.0 (· · · if w ∈ Know(u, p))

Pkn(u, predu(p), w)

+ C(u, p)

∗ (1− Pkn(u, predu(p), w))

∗ [1−∏
ui∈AS(p)−{u}{1− Pkn(ui, predui

(p), w)

∗ leak(ui, w, u)}]
(· · · if w 6∈ Know(u, p))

(2.5)

Note that Pkn(u, p, w) is specified as a recurrence formula with respect to

the process p. According to Assumptions A1 and A2, the set of processes that u

participates in is totally-ordered. Hence, predu(p) is uniquely obtained. Also, by

Assumption A3, leak(ui, w, u) is given. Therefore, the value of Pkn(u, p, w) can

be calculated deterministically.

Pkn(u, p, w) is now defined as stochastic product knowledge.

Definition 6 (Stochastic Product Knowledge) Let P = ( U, WP, PC, I,

O, AS) be a given software process model with Assumptions A1, A2 and A3.

Let w1, w2, ..., wn be all work products in WP . For u ∈ U , p ∈ PC, a vector

PKnow(u, p) is defined s.t.

PKnow(u, p) = [Pkn(u, p, w1), Pkn(u, p, w2), . . . , Pkn(u, p, wn)] (2.6)

PKnow(u, p) is called stochastic product knowledge of u at the completion of

p.

Consider the example in Figure 2.2 with S-Design < Coding1. For the sake of

simplicity, let us assume a fixed probability leak(u,w, u′) = 0.01 for all u, u′ ∈ U
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Table 2.2. PKnow(u, Integrate) (u ∈ {A,B,C,D,E})
u DSpc RSpc SInfo MSpc SSpc MMo SMo OCd

A 1.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0

B 0.0199 1.0 1.0 1.0 1.0 0.0 1.0 0.0

C 0.01 0.01 0.01 1.0 0.01 1.0 1.0 1.0

D 0.0001 0.0001 0.0001 0.01 0.0001 1.0 1.0 1.0

E 0.0001 0.0001 0.0001 0.01 0.0001 1.0 1.0 1.0

and w ∈ WP . Therefore, the stochastic product knowledge of all users at the

completion of the last process (i.e., Integrate) can be obtained as shown in Table

2.2.

2.4. Case Studies

To show the applicability of the proposed method to practical software processes,

this section conducts three case studies.

A software tool which automatically derives the stochastic product knowledge

is implemented. The tool is written in C++, comprising about 600 lines of codes.

The tool computes the stochastic product knowledge from a given text file, which

includes software process model and values of leak(u,w, u′) in a text format. As

for the performance, the tool required 0.07 seconds to compute the result for the

example process shown in Figure 2.2, on a Pentium 4 PC (3.60GHz).
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2.4.1 Case Study 1: Impact of Collaboration among De-

velopers

The aim of this case study is to demonstrate how the collaboration among develop-

ers influences the risk of information leakage. Here, the software process model

shown in Section 2.2.1 (see Figure 2.2) is further investigated. The stochastic

product knowledge with varying AS on some processes is computed.

Let us recall the scenario of the process model. In the scenario, a work product

SecretInfo is assumed to be confidential. Also, only developers A and B are

authorized to access SecretInfo. When S-Design is completed, A and B are the

only developers that know SecretInfo.

The interest is to evaluate the risk that SecretInfo is leaked to unauthorized

developers C, D or E. For this evaluation, The developers assignment AS is

varied in the subsequent three processes Coding1, Coding2 and Integrate.

For convenience, first the following parameters is defined:

• Uaut = {A,B}: authorized developers.

• Uuaut = {C, D, E}: unauthorized developers.

• PCtgt = {Coding1, Coding2, Integrate}: target processes where the devel-

opers assignment is varied.

The risk of the leakage depends heavily on how the authorized developers

(A, B) collaborate with the unauthorized ones (C, D, E) in the target processes

(PCtgt). To characterize the collaboration, the following parameter for a process

p is defined:

Col(p) = |Uaut ∩ AS(p)| ∗ |Uuaut ∩ AS(p)| (2.7)
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Also,

Col =
∑

p∈PCtgt

Col(p) (2.8)

is defined.

Col(p) represents the number of combinations of authorized and unauthorized

developers in a process p. This intuitively characterizes the degree of collaboration

where an authorized developer interacts with an unauthorized one in p. For

example, if AS(p) = {A,B,C,D} with Uaut = {A,B}, Uuaut = {C, D}, then

Col(p) = 4, which implies that there are 4 patterns where an authorized A or

B interacts with an unauthorized C or D. Col is the total number of such

interactions in the target processes. Hence, with the greater value of Col, the

more the authorized developers can collaborate with the unauthorized ones.

For a fixed developers assignment as = [AS(Coding1), AS(Coding2),

AS(Integrate)], the risk that SecretInfo is leaked to unauthorized developers

is formulated by:

Riskas =
∑

u∈Uuaut

Pkn(u, integrate, SecretInfo) (2.9)

Riskas is characterized as the expected number of unauthorized developers

knowing SecretInfo.

Using the developed tool, Riskas is computed for all possible assignments

as ∈ 2U × 2U × 2U . In the computation, it is assumed that leak(u,w, u′) = 0.01

for every u, u′ ∈ U and w ∈ WP .

Figure 2.3 depicts the result. In this scattered plot, the horizontal axis repre-

sents Col, while the vertical axis plots Riskas. Table 2.3 shows the average value

of Riskas with respect to Col 1 .

1 Due to the structure of the given process model, there is no developer assignment such that

Col = 17.
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Table 2.3. Average of Risk with respect to Col

Col Risk

0 0.000000000

1 0.010040352

2 0.020082816

3 0.030094976

4 0.040112381

5 0.050125019

6 0.060119186

7 0.070156853

8 0.080101327

9 0.090217868

10 0.100071167

11 0.110321914

12 0.120011146

13 0.130566804

14 0.139962521

15 0.151329923

16 0.160040993

17 —–

18 0.180650505
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Figure 2.3. Computation result of Risk

As seen in the result, the risk that SecretInfo is leaked grows as Col increases.

This increase implies that more collaboration among authorized and unauthorized

developers causes the higher risk of information leakage. In this case study,

each probability that a developer u leaks a product w to another u′ is relatively

small (i.e., leak(u,w, u′) = 0.01 = 1%). However, if the developers share many

processes, the total probability of the leakage becomes significantly large. For

Col = 18 where all of five developers are assigned to every target process, the

risk becomes as large as 18%.

2.4.2 Case Study 2: Optimal Developers Assignment

This case study demonstrates how the proposed method can be used to find an

optimal assignment of developers. For a software process model (with certain
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constraints), an assignment of developers AS is optimal if the risk of the leakage

is minimized by AS.

In this case study, a software process model P = (U,WP, PC, I, O,AS) is

used, where U , WP , PC, I and O are the same as those in Figure 2.2 and AS

is not determined yet. Also, the same security scheme is assumed as the one in

the previous case study. In general, a software process has certain constraints

with respect to human resources, developing time, etc. As a typical example, the

following constraints is imposed on P :

• All processes in WP must be performed by the effort of the total 10 devel-

opers (with overlaps).

• At most two developers can conduct each process.

• Both SecAnalysis and S-Design must be done only by the authorized devel-

opers (Uaut = {A,B}).

• leak(u, w, u′) = 0.01 for all u, u′ ∈ U , and w ∈ WP .

With the above constraints, the optimal assignment is computed, where the risk

that SecretInfo is leaked is minimized.

The computation is rather straightforward. For every possible assignment

as that satisfies the constraints, Riskas is computed (see Case Study 1). The

optimal assignment is shown in Figure 2.4(a). In this assignment, there is no

risk that SecretInfo is leaked (i.e., Riskas = 0.0000). For a just comparison, the

assignment is also computed where Riskas is maximized within the constraints.

Figure 2.4(b) shows one of such cases, where Riskas is as large as 0.0300).

As can be seen in the optimal assignment (Figure 2.4(a)), after S-design there

is no process involving authorized (A, B) and unauthorized developers (C, D, E),

simultaneously. In contrast, as for the risky assignment (Figure 2.4(b)), in every
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Figure 2.4. Optimal assignment and risky assignment

process after S-design either A or B shares the process with an unauthorized

developer.

Thus, the proposed method can be also used as a powerful means to perform

optimal tunings of the process configuration.

2.4.3 Case Study 3: Influence of Process Structure

The previous two case studies showed that the assignment of developers to each

process is an essential factor for controlling the risk of the information leakage.

The next interest is to examine the influence of the process structure (i.e., the

shape of the Petri Net, intuitively) on information leakage.
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Figure 2.5. Target software process model
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For this, two software process models S1 and S2 shown in Figure 2.5 are

introduced. The scenario of S1 is summarized as follows:

• Five developers A, B, C, D, and E participate in the software process.

• A and B first make the requirement specification (ReqSpec) from the given

requirement document (ReqDoc) by the requirement analysis (ReqAnalysis).

• A and B conduct the system design (SysDesign) to divide the whole system

into three sub-systems: a security module and two sub-modules.

• In SysDesign, A and B carefully isolate the confidential information (Se-

cretInfo) from the rest of the system, to design the security module. For

this isolation, it is assumed that only A and B are authorized to access

SecretInfo. That is, Uaut = {A, B} and Uuaut = {C,D,E}.

• The two sub-modules are developed in two concurrent processes G1 and

G2 (shown as dotted boxes in Figure 2.5), each of which consists of four

processes (program design, design review, coding, and code review).

• The reviewed codes of the two sub-modules are combined into one. The

resultant code is applied to the subsequent test process.

Model S2 is almost the same as S1, but is somewhat ill structured. S1 and S2

have the same sets of products and processes. The developers assignment for S1

is also equal to the one for S2. However, for S2, some processes in G1 require

some products in G2 (vice versa), which is represented by the three extra arcs

between G1 and G2. These arcs suppress the execution order of some processes.

For instance, DesignRev2 can be performed only after ProgDesign1 is completed.

For both S1 and S2, authorized developers A and B share some processes

with the unauthorized ones C, D and E. Therefore, the knowledge of SecretInfo
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may leak. The interest is to see how the structural difference between S1 and

S2 (i.e., the three extra arcs) impacts the risk of the leakage. As in a similar

discussion in the previous case studies, the risk is formulated by:

Riskstr =
∑

u∈{C,D,E}
Pkn(u, Test, SecretInfo) (2.10)

Figure 2.6 illustrates the result, where the horizontal axis represents the name

of the model, while the vertical axis plots Riskstr for all possible execution or-

ders of the processes. As seen in the result, S2 tends to have a higher risk of

information leakage.

According to Assumption A2, it is required to give an order for between any

independent processes. A simple solution is to give an order so that Riskstr is

minimized. For S1, the optimal order of processes is:

ProgDesign2 < DesignRev2 < Coding2 < CodeRev2 < ProgDesign1 <

DesignRev1 < Coding1 < CodeRev1
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where Riskstr = 0.139052. On the other hand, for S2, the optimal execution

order of processes is:

ProgDesign1 < ProgDesign2 < DesignRev2 < Coding2 < DesignRev1 <

Coding1 < CodeRev2 < CodeRev1

where Riskstr = 0.139524.

In S1, each process of G1 is completely independent of another process in G2.

Therefore, the processes in G1 can be executed without concern for the progress of

G2. On the other hand, for S2, the extra arcs suppress some execution order of the

processes (for example, the order Coding1 < DesignRev2 cannot be assumed).

Therefore, S2 cannot take a wide range of execution orders, which results in a

higher risk of leakage in this experiment.

Thus, the structure of the process controls the execution order of processes,

which significantly influences the risk of information leakage.

2.5. Discussion

2.5.1 Setting Value of leak(u,w, u′)

The proposed framework requires the user to give an absolute probability leak

(u, w, u′) for every u, w and u′. Although leak(u,w, u′) is assumed to be given

(see Assumption A3), here the idea of how to determine the value in a practical

setting is discussed.

By definition, the value leak(u,w, u′) characterizes the probability that a de-

veloper u leaks the product knowledge w to another developer u′. In reality, since

this action of the leakage involves many human factors, it would be difficult to

estimate an exact value of leak(u, w, u′) for each individual developer.

However, as demonstrated in Section 2.4, even if the user simply determines a
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uniform value of leak(u,w, u′) for all u, w and u′, the user can analyze extensively

the security aspects of the given software process. In this case, the user assumes

that all developers are equally likely to leak their own product knowledge. Since

varying the uniform value is easy, this type of analysis is useful for examining the

process structure and developer assignment in the process planning stage.

On the other hand, if the user desires to estimate a more realistic value of

leak(u,w, u′) for each individual developer, the user should refer to the profile

information of developers, products, and working environment, which are sup-

posed to be available in the organization. The profile information is used to

derive objective attributes for each developer and product, involving; the age,

the position, working experience, and security awareness of the developer, as well

as organizational policies for confidential products and the trust of companies in

collaboration. Based on the derived attributes, the user would be able to estimate

leak(u,w, u′) in a more credible way.

A practical reasonable solution would be to introduce a multi-grade system

with respect to the risk of leakage. For instance, the user evaluates each developer

according to a three-grade system: dangerous, moderate, or safe. Then, the user

assigns 0.1, 0.01 or 0.001 to leak(u,w, u′) for the dangerous, moderate, or safe

developer u. Applying these settings to the proposed framework, the user can

simulate a more realistic situation of information leakage.

In addition, a user who is required to precisely evaluate the risk may desire

to vary a value of leak(u,w, u′) according to the content of the process. For

example, in the example shown in Figure 2.2, a value of leak(u, SecretInfo, u′)

in Coding2, which uses S-ModuleSpec (the product related to SecretInfo) can be

different from one in processes that do not use S-ModuleSpec (e.g., Coding1). In

order to perform such analysis, the parameter of leak needs to be extended as

follows:
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leak(u,w, u′, p): the probability that u leaks w to u′ in p

Although this extension makes the way for setting leak more complexly, the

user can evaluate the risk in a more precise way.

More sophisticated methods and their evaluation are left as a challenging issue

in future work.

2.5.2 Deterministic Model

The information leakage has been characterized with the stochastic model so far.

However, the leakage might be considered in a deterministic manner, assuming

that any potential leakage actually occurs. Such a deterministic model could be

used to determine the safest way to avoid the leakage.

Indeed, this deterministic model can be constructed within the proposed

framework by setting every parameter leak(u,w, u′) to be either 0.0 or 1.0.

The deterministic model has the great advantage of simplicity in determining

the value of leak(u,w, u′), which can be used to analyze some special cases. For

example, suppose that a software process in a company X is performed by the

collaboration with another external company Y . For every pair of developers x

and y from X and Y , respectively, a deterministic model can be constructed,

assuming that leak(x,w, y) = 1.0, and that no leakage occurs between developers

within the same company. Then, the model can compute the set of product

knowledge that could be transfered (or leaked) from the company X to Y .

Note, however, that the deterministic model can capture only some special

situations according to the “always or never” basis. In the practical software pro-

cess, every developer can have a possibility of leaking his product knowledge. The

deterministic model cannot deal with the degree of the potential leakage that is

significantly characterized by the process structure and the developer assignment.
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In the above example, as long as x and y shares at least a certain process, the

deterministic model always concludes that the leakage occurs. This conclusion is

just by the worst-case analysis, and is independent of the process structure and

the number of collaborations among x and y. Thus, the deterministic model tends

to omit the detailed characteristics of the given software process model itself.

On the other hand, based on the assumption that every developer has a po-

tential of leakage, the proposed stochastic model can quantitatively derive the

degree of leakage of product knowledge, taking both the process structure and

the developer assignment into account, as illustrated in Section 2.4. Although

the stochastic model has a difficulty in justification of the probability setting on

leak(x,w, y), it is expected to provide a reasonable and useful metric for many

process improvement tasks, such as constructing optimal software process under

a constraint, and examining differences among multiple software process models.

Finally, note again that the proposed framework can deal with both the de-

terministic and stochastic models. So, the user can choose either model at his

discretion.

2.5.3 Related Work

To the author’s knowledge, no research study on a software process involving

the leakage of product knowledge from one person to another exists. Chou et

al., [10] presented a model for access control named WfACL, which aims to pre-

vent information leakage within work flows that may execute among competing

organizations. Chou et al., address issues related to the management of dynamic

role change and access control. However, the model includes no concrete method

to evaluate the risk of leakage quantitatively.

A numerical approach to compute information leakage might be to use Gen-
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eralized Stochastic Petri Net (GSPN) [43] extensively. This approach is first

examined. To do this, however, both the structure of process and the dynamics

of leakage must be modeled in one GSPN. This complicates the net structure,

and the state space becomes so large that the GSPN solver cannot compute the

probability within a reasonable time. Therefore, it is decided to treat the process

description and the leakage computation separately.

In addition, much research has been focused on different kinds of access control

methods, such as role-based access control [20, 58], and task-based access control

[62]. The goal of access control is to ensure that only authorized people are given

access to certain resources (i.e., products in this chapter). However, the aim of

the proposed method is not to control the access authority, but to evaluate the

risk of leakage as unexpected knowledge transfer among developers.
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Chapter 3

Protecting Software Based on

Instruction Camouflage

3.1. Introduction

With the spreading use of networks, there has been remarkable progress in the

flow configuration of programs and digital content. Accompanying this is an

increasing demand for techniques which can prevent internal analysis and tam-

pering with programs by end users. In programs containing digital rights manage-

ment (DRM), for example, preventing the interception of the internal decryption

key [11,65] is necessary. In a program built into the hardware of cell phones and

set-top boxes, preventing analysis or tampering by the user [53] is also required.

An example of the problems caused by analysis is the phenomenon in which a

decryption tool for DVD data was disseminated [21, 51]. This tool was based on

an analysis of a DVD playback program, and greatly facilitated illegal copying of

DVDs.

In this chapter, analysis is meant as an act of reverse engineering to acquire
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secret information (such as a secret key or algorithm) in a program. Typically,

such an action is assumed to involve the following steps. First the attacker

disassembles the program and tries to understand the resulting assembly program

[40]. However, a tremendous amount of labor and time is required to understand

the entirety of a large-scale program, and this amount of labor and time is not

realistic. Consequently, the attacker restricts the range to be considered (the

range which seems to be related to the secret information), and tries to understand

only that range [8,9]. The restriction and understanding of the range is repeated

until the desired secret information is acquired.

This chapter proposes a method in which a large number of instructions in

the program are camouflaged (hidden) in order to make it difficult to analyze

an assembly language program accompanied by such range restriction. In the

proposed method, an arbitrary instruction (target) in the program is camou-

flaged by a different instruction. By using a self-modification mechanism in the

program, the original instruction is restored only in a certain period during exe-

cution [33,34]. Even if the attacker attempts an analysis of the range containing

the camouflaged instruction, it is impossible for him/her to correctly understand

the original behavior of the program unless he/she notices the existence of the

routine that rewrites the target (restoring routine). In order to make the analysis

a success, the range containing the restoring routine must be analyzed, and the

attacker is forced to analyze a wider range of the program. The proposed method

can easily be automated, and the number of targets can be specified arbitrarily.

By distributing a large number of targets and a large number of restoring routines

in the program, it is likely that analysis by range restriction will be made very

difficult.

Below, 3.2 proposes a systematic method which camouflages a large number

of instructions in the program by self-modification. 3.3 discusses attacks on the
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proposed method, and analyzes the difficulty of the attack and its prevention. 3.4

reports a case study using the proposed method. 3.5 describes related studies.

3.2. Method of Software Protection by Instruc-

tion Camouflage

3.2.1 Attacker Model

The attacker is assumed to be as follows.

• The attacker has a disassembler and the ability to perform static analysis

including range restriction by using the disassembler.

• The attacker has a debugger with a break-point function. By (manually)

setting the break-point at an arbitrary point in the program, a snapshot at

an arbitrary execution time (i.e., the content of the program which is the

object of analysis loaded in the memory) can be acquired. However, he/she

does not have tools by which a snapshot can be acquired automatically

or by which dynamic analysis using the acquired snapshot history can be

automated. He/she also lacks the ability to construct such a tool.

The above attacker corresponds to the “level 2 attacker” in the graded attacker

model of Monden et al. [44, 45].

Assuming the above attacker model, the mechanism of program protection

must satisfy the following requirements.

• The protection mechanism is not easily invalidated by static analysis using

a disassembler.
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movl %eax, %ebp
movl $10   , %ebp
jne L10
nop

...
...

movl %eax, %ebp
movl $10   , %ebp
jmp L7
nop

...
...

Camouflage

Replace with “jne L10”

...
...

Replace with “jmp  L7”

Original Program Camouflaged Program

dummy

RR

HR

Figure 3.1. Example of camouflage

• The protection mechanism is not easily invalidated by an attack using (a

few) snapshots.

In the following subsections, a protection method satisfying the above prop-

erties is proposed.

3.2.2 Key Idea

The proposed method makes it difficult for the attacker to understand the pro-

gram by camouflaging program instructions. Camouflage means hiding the exis-

tence of the original instructions from the attacker by overwriting the instructions

with dummy instructions.

Figure 3.1 shows an example of camouflage 1 . Consider the situation in which

the instruction jne L10 in the assembly program to be protected is camouflaged.

First, a dummy instruction for jne L10, that is, an instruction with different

content, is constructed. Suppose that jmp L7 is constructed as the dummy in-

1 An Intel X86 type CPU is assumed as an example for description. The assembly language

instructions are based on the AT&T syntax.
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struction. Then, overwriting with jmp L7 is performed at the position of jne

L10.

Next, a self-modification routine is added. Self-modification means the process

of modifying the content of instructions in the program during execution. There

are two types of self-modification routines. One is a routine that rewrites the

camouflaged instruction to the original content (RR in Figure 3.1). This routine

assures the execution of the original content of the program. In the case of Figure

3.1, the routine rewrites the camouflaged instruction as jne L10.

The other is a routine that again rewrites the instruction which has been

returned to the original instruction by RR, as the dummy instruction (HR in

Figure 3.1). This routine is intended to hinder an attacker who has a snapshot

acquisition capability from determining the original instruction. In the case of

Figure 3.1, a routine automatically rewrites the instruction to be camouflaged as

jmp L7.

The dummy instruction takes the form of the original instruction only between

the execution of RR and the execution of HR. Consequently, it is difficult for the

attacker to determine that the original instruction is overwritten by the dummy

instruction jmp L7 by simply observing the neighborhood of the camouflaged

instruction. Even if the snapshot of the program after execution of HR is acquired,

it is impossible to determine the original instruction from the obtained snapshot.

The above instruction camouflage is repeated several times on the assembly

program to be protected, in order to make the program difficult to understand.

Figure 3.2 shows conceptually the program obtained after instruction camou-

flaging has been repeated many times. It is evident that a large number of

instructions in the program have been overwritten by dummy instructions be-

fore execution (● in Figure 3.2). For each dummy, there exists a routine that

rewrites the instruction to the original instruction (before it was overwritten by

42



Dummy instructions (dummy)

Restoring routines (RR)

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・

・・・・・・・・・・・・・・
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・・・・・・・・・・・・・・

Hiding routines (HR)

Figure 3.2. Image of a camouflaged program

the dummy instruction) (■ in Figure 3.2), and the routine that during execution

takes the instruction rewritten to the original instruction by the above routine

and rewrites it again as the dummy instruction (▲ in Figure 3.2).

If the part of the program which the attacker attempts to analyze contains

a dummy instruction, he/she cannot correctly determine the original behavior

of the program by examining only that part. In order to understand the pro-

gram correctly, he/she must know that rewriting is performed, and determine

the content of each dummy instruction in the part to be understood before it was

overwritten. In order to obtain this information, however, he/she must locate the

routine that rewrites the instruction to the original instruction within the whole

program, which requires a tremendous effort.

3.2.3 Preliminary

The terminology in the proposed method is defined as follows. The original

program O is the program before camouflaging is to be applied. The target in-

struction is the instruction which is the target of camouflaging in O. A dummy

instruction is an instruction which is written over the target instruction in or-
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der to camouflage the target instruction. When the user defines multiple target

instructions, the i-th target instruction is written as targeti and the instruction

used to camouflage targeti is written as dummyi.

The restoring routine is a routine (a series of instructions) that rewrites an

instruction camouflaged by the dummy instruction, thus restoring the original

target instruction. The restoring routine that rewrites dummyi to targeti is

denoted as RRi. The hiding routine, on the other hand, is a routine that rewrites

the target instruction to the dummy instruction. The hiding routine that rewrites

targeti to dummyi is denoted as HRi. The restoring routine and the hiding

routine are together called self-modification routines.

A camouflaged instruction is an instruction whose content is changed (to

targeti or dummyi) during execution. A camouflaged program M is an assembly

program which contains camouflaged instructions.

3.2.4 Outline of the Proposed Method

Figure 3.3 shows an outline of the proposed method. First, a user (e.g., a program

developer) who uses the proposed system prepares an assembly program (orig-

inal code) O to be protected. This is normally obtained by compiling a source

program or by disassembling a binary program. Then, the proposed system adds

the self-modification mechanism to the assembly program, so that the original

program becomes hard to be analyzed. Finally, assembling an assembly program

M , which is the output of the system, the user can obtain a camouflaged program

in binary that is functionally equivalent to the original one, but which is much

more complex for attackers to analyze.

In the following sections, a systematic method is presented for deriving the

camouflaged program M from the original program O.
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Source Program

Original Program O
(In Assembly)

Proposed System

:
i = i + 1
if( i > 10) {

x = x + 1 ;
} else {

x = x ? 1 ;
}

:

Compile

Input Output

:
addl  $16,%esp
cmpl $123,%eax
jne  L6
jmp  L4
push %eax

:

．．．．．．
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Camouflaged Program M
(In Assembly)

:
movb  125,%eax

:
addl  $16,%esp
or $123,%eax
jne  L6
jmp  L4
push %eax

:
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Binary Program

Disassemble

Camouflaged
Binary Program

Assemble

Figure 3.3. An outline of the proposed method

3.2.5 Construction of Camouflaged Program M

M is constructed by the following steps 1 to 6.

(Step 1) Determination of the target instruction and the

positions of the self-modification routines

targeti and the positions of RRi and HRi in the program are determined. Below,

the positions of RRi and HRi are denoted as P (RRi) and P (HRi), respectively.

First, targeti is determined at random from among the instructions composing

M . Or, the program developer may specify the target instruction directly. A

control flow graph (directed graph) with each instruction in the assembly program

is considered as a node. P (RRi) and P (HRi) are chosen so that the following

four conditions are satisfied. The conditions are intended to assure that dummyi

is certain to be rewritten as targeti before it is executed, and is certain to be

rewritten again as dummyi before the program ends.

[Condition 1] P (RRi) exists on any path from start to targeti.

[Condition 2] P (HRi) does not exist on any path from P (RRi) to targeti.
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targeti
P(HRi)

start

end
P(RRi)

Figure 3.4. Example of targeti, P (RRi) and P (HRi) that satisfy four conditions

[Condition 3] P (RRi) exists on any path from P (HRi) to targeti.

[Condition 4] P (HRi) exists on any path from targeti to the end of the

program.

Figure 3.4 shows an example of P (RRi) and P (HRi) satisfying conditions 1

to 4.

Then, a procedure for choosing P (RRi) and P (HRi) satisfying conditions 1

to 4 is presented.

(1) The set Tu of paths (routes without node duplication) from start to targeti

is determined.
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(2) In the nodes that are common to all paths t ∈ Tu determined in (1), the

set Nu whose incoming and outgoing orders are both 1 is determined. It is

assumed that targeti /∈ Nu. If Nu = ∅, define targeti anew and go back to

(1).

(3) A node nu ∈ Nu is selected at random. The incoming or outgoing edge of

nu is defined as P (RRi). Similarly,

(4) The set Tl of paths (routes without node duplication) from targeti to end

is determined.

(5) In the nodes contained in common to all paths t ∈ Tl determined in (4),

the set Nl of paths whose incoming and outgoing orders are both 1 is de-

termined. It is assumed that targeti /∈ Nl. If Nl = ∅, define targeti anew,

and go back to (1).

(6) A node nl ∈ Nl is selected at random. The incoming or outgoing edge of nl

is defined as P (HRi).

(Step 2) Determination of dummy instruction

An arbitrary instruction with the same instruction length as targeti is selected

and is defined as the dummy instruction dummyi. An example is presented below

in which the operation code composing targeti, or one of the operands, is modified

for 1 byte, and is used as dummyi. Consider the following targeti.

(Hex Representation) 03 5D F4

(Assembly Representation) addl -12(%ebp),%ebx

By modifying operation code 03 to 33 in this targeti, the following dummyi

is composed.
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(Hex Representation) 33 5D F4

(Assembly Representation) xorl -12(%ebp),%ebx

By modifying the operand F4 to FA in targeti, the following dummyi is com-

posed:

(Hex Representation) 03 5D FA

(Assembly Representation) addl -6(%ebp),%ebx

(Step 3) Generation of self-modification routine

The self-modification routines RRi and HRi are generated by the following pro-

cedure.

(1) Label 2 Li is inserted immediately before targeti. Using label Li, targeti

can be referred to indirectly.

(2) Using Li, a series of instructions for the rewriting of dummyi to targeti is

constructed and is defined as RRi.

(3) Using Li, a series of instructions for the rewriting of targeti to dummyi is

constructed and is defined as HRi.

An example is presented below. addl -12(%ebp), %ebx is defined as targeti,

and xorl -12(%ebp), %ebx is defined as dummyi. Label L1 is inserted into

targeti.

L1: addl -12(%ebp),%ebx

Next, RRi is generated. RRi has the function of modifying the first byte 33

of the instruction at L1 to 03:

2 A label is a name in assembly language which indicates the position of the instruction

(memory address) in the program.
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movb $0x03,L1

The effect of this small assembly routine composed of the above instruction

is that the content of the address indicated by L1 is to be overwritten by the

immediate value 03 (hexadecimal). When RRi is executed, dummyi is rewritten

as targeti.

Similarly, HRi is generated. HRi has the function of modifying the first byte

03 of the instruction at L1 to 33.

movb $0x33,L1

When HRi is executed, targeti is rewritten as dummyi.

(Step 4) Write-in of dummy instruction and insertion of

self-modification routine

The dummy instruction dummyi generated in Step 2 is written over targeti de-

termined in Step 1. By this process, the program before execution enters a state

in which targeti is camouflaged by dummyi. Then the self-modification rou-

tines RRi and HRi which were generated in Step 3 are inserted into P (RRi) and

P (HRi), respectively.

(Step 5) Complication of self-modification routine

The self-modification routine has the property that the address of targeti in the

program area is indicated by the label (immediate value address), and the content

is rewritten. Consequently, there is a danger that an attacker may ascertain the

position through the (static) analysis, and may identify the position of targeti.
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Consider, for example, the case in which the movb instruction in the program con-

tains the immediate address indicating the program area as the second operand.

Then, that movb instruction may be inferred to be a self-modification routine.

In order to make static analysis difficult, the self-modification routine is com-

plicated. For example, the fact that there is no write-in into the program area

may be disguised by operating on the label. Or, the identification of the self-

modification routine by the static pattern is made more difficult by the use of

conventional techniques such as obfuscation of machine language instructions [42]

and mutation [28]. An example of the modification of movb $0x03,L1 is as fol-

lows:

movl $L1 + 1250, %eax

subl $1250, %eax

movb $0x03,(%eax)

L1 does not appear in the binary program obtained by assembling the above

assembly routine (the value obtained by adding 1250 to L1 appears). This makes

it difficult to identify the address L1 (the position of targeti) by static analysis.

The address obtained by adding 1250 to L1 does not necessarily indicate the

program area. Furthermore, the second operand of the movb instruction is not the

immediate address, but the address indicated by the register %eax. It is difficult

to determine its value by static analysis. By combining the above processing with

obfuscation and mutation, an attack by pattern matching and address analysis

will be made more difficult.

(Step 6) Iteration of above steps

The processes from Step 1 to Step 5 are repeated. The number of camouflaged

instructions is increased by each iteration. As will be discussed in 3.4, the increase
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in the number of camouflaged instructions and degradation of the execution ef-

ficiency are in a trade-off relation. It is thus desirable to specify the number of

iterations with reference to the required degree of protection and the acceptable

degradation of execution efficiency.

3.2.6 Construction Example of Camouflaged Program M

Figure 3.5 shows an example of a camouflaged program. (a) is the original pro-

gram and (b) is the camouflaged program. The procedure for deriving (b) from

(a) is as follows.

In the first camouflaging process, the instruction addl -12(%ebp), %ebx in

the dotted frame in Figure 3.5(a) is selected as target1, and is overwritten by

dummy1 (xorl -12(%ebp), %ebx), as shown in Figure 3.5(b). Then, the self-

modification routines RR1 and HR1 for target1 are generated and inserted. In

the second camouflaging process, one of the instructions composing RR1 (movb

$0x03, (%eax) at the end of the first camouflaging process) is selected as target2

and is overwritten by dummy2 (movb $0x4a, (%eax)) as shown in Figure 3.5(b).

Then, the self-modification routines RR2 and HR2 for target2 are generated and

inserted.

In this case, part of RR1 is rewritten by dummy2. Consequently, in order to

ascertain the original instruction for dummy1, not only RR1 but also RR2 must

be found. In the Appendix A, a simple program containing a conditional branch

is presented, together with a listing of the camouflaged program.
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movl -8(%ebp), %eax
movb $0, (%eax)
movl 8(%ebp), %eax
movl %eax, (%esp)
movl 16(%ebp), %eax
movl %eax, 4(%esp)
call _strcat
movl 8(%ebp), %edx
movl -8(%ebp), %eax
subl %edx, %eax
movl %eax, %ebx
addl -12(%ebp), %ebx
movl 12(%ebp), %eax
movl %eax, (%esp)
call _strlen
leal (%eax,%ebx), %edx
movl 8(%ebp), %eax
movl %eax, (%esp)
movl %edx, 4(%esp)

...
...

movl -8(%ebp), %eax
movb $0, (%eax)
movl 8(%ebp), %eax
movl %eax, (%esp)
movl 16(%ebp), %eax
movl %eax, 4(%esp)
call _strcat
movl 8(%ebp), %edx
movl -8(%ebp), %eax
subl %edx, %eax
movl %eax, %ebx
addl -12(%ebp), %ebx
movl 12(%ebp), %eax
movl %eax, (%esp)
call _strlen
leal (%eax,%ebx), %edx
movl 8(%ebp), %eax
movl %eax, (%esp)
movl %edx, 4(%esp)

...
...

(a) Original Program

movl $L2+0x824+2, %eax
subl $0x824, %eax
movb $0x03, (%eax)

movl $L1 - 0x12, %eax
addl $0x12, %eax

L2:  movb $0x4a, (%eax)

movl %eax, 4(%esp)
call _strcat
movl 8(%ebp), %edx
movl -8(%ebp), %eax
subl %edx, %eax
movl %eax, %ebx

L1: xorl -12(%ebp), %ebx
movl 12(%ebp), %eax
movl %eax, (%esp)
call _strlen
leal (%eax,%ebx), %edx

movl $L1 + 0x120, %eax
subl $0x120, %eax
movb $0x33, (%eax)

movl $L2+0x77+2,%eax
subl $0x77,%eax
movb $0x4a,(%eax)

...
...

RR2

dummy1

HR1

...

RR1

dummy2

...
...

HR2

...

movl $L2+0x824+2, %eax
subl $0x824, %eax
movb $0x03, (%eax)

movl $L1 - 0x12, %eax
addl $0x12, %eax

L2:  movb $0x4a, (%eax)

movl %eax, 4(%esp)
call _strcat
movl 8(%ebp), %edx
movl -8(%ebp), %eax
subl %edx, %eax
movl %eax, %ebx

L1: xorl -12(%ebp), %ebx
movl 12(%ebp), %eax
movl %eax, (%esp)
call _strlen
leal (%eax,%ebx), %edx

movl $L1 + 0x120, %eax
subl $0x120, %eax
movb $0x33, (%eax)

movl $L2+0x77+2,%eax
subl $0x77,%eax
movb $0x4a,(%eax)

...
...

RR2

dummy1

HR1

...

RR1

dummy2

...
...

HR2

...

(b) Camouflaged Program

Figure 3.5. Example of a camouflaged program
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3.3. Discussion of Difficulty of Analysis

3.3.1 Assumed Analysis Procedure

Consider the case in which the attacker described in 3.2.1 attempts an analysis

of the secret part C(M) of M . The following attack procedure is assumed. The

goal of the analysis is defined as understanding C(M) correctly. In order to

understand C(M) correctly, the original instruction corresponding to each of the

dummy instructions contained in C(M) must be ascertained. For this purpose,

the restoring routine for each dummy instruction contained in C(M) must be

found from the whole program.

There are two methods of analysis that the attacker can apply, static analysis

and dynamic analysis. Static analysis is a method of analysis without running

the program which is the object of analysis. A typical approach is to restrict

the range of C(M) by keyword search, pattern matching, and other techniques,

so as to understand C(M). Since the analysis is concentrated on C(M) without

considering the whole of program M , the cost of analysis is generally lower than

that of the dynamic analysis discussed later, and the method is widely applied.

The first objective of the proposed method is to make static analysis difficult.

On the other hand, dynamic analysis is performed while running the program

which is the object of analysis. The attacker runs M using tools such as a debug-

ger, and tries to identify and understand C(M) based on the output information

from the tool. By dynamic analysis, the attacker can completely track the ex-

ecution of M . However, since the analysis depends on the input and the whole

program M must be run, the cost of analysis increases very rapidly as the scale

of M is enlarged.

Furthermore, debugging information is generally deleted from commercial pro-

grams, or features such as the inhibition of unintentional execution are included.

53



Consequently, it is not necessarily true that dynamic analysis can be applied to

any program. It is possible at relatively low cost to preserve a snapshot at an ar-

bitrary point of the executed program, that is, the content of the object program

loaded into memory at any point during execution, in order to facilitate static

analysis. For this purpose, there must be a mechanism to prevent the invalidation

of protection even if several snapshots are acquired.

The next section discusses the security of M against each method of analysis.

3.3.2 Security against Static Analysis

In order to investigate the security of M against static analysis, the probability

that the attacker can correctly understand the secret part C(M) is formulated.

Consider the situation in which M contains only one dummy instruction

dummyi. In order for the attacker to correctly understand an arbitrary code

block D(M) of length m in M , the following event Ei must apply.

Ei: dummyi does not exist in D(M), or dummyi exists in D(M) and

RRi exists in D(M).

When dummyi does not exist in D(M) (i.e., there is no camouflage at all),

the attacker can directly track D(M) and can easily understand the original

behavior of D(M). When dummyi is present in camouflaged form in D(M), but

its restoring routine RRi also exists in D(M), targeti can be identified by analysis

of RRi, and the original behavior of D(M) can be discovered.

Let the number of instructions in M be L. When dummyi and RRi are

selected at random in M , the probability P (Ei) that Ei is valid is expressed as

follows:

P (Ei) =
L−m

L
+

m

L
× m

L
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=
(L−m)2 + Lm

L2
(3.1)

Then, consider the case in which n dummy instructions (dummy1, ... ,

dummyn) are contained in M , and Ei must be valid for any i (1 ≤ i ≤ n).

The probability P (Success, D) that the analysis of D(M) succeeds is roughly

expressed as follows:

P (Success,D) =
((L−m)2 + Lm

L2

)n
(3.2)

Figure 3.6 shows the curve representing the relation between P (Success, D)

and n. The horizontal axis is the number of camouflaged instructions n in M ,

and the vertical axis is the probability of success of code analysis P (Success,D).

The number of instructions m in D(M) is set as 100. The number of instructions

in M is varied as 1000, 2000, and 3000. The result for each of these is shown. It is

evident from Figure 3.6 that as the number of dummy instructions n is increased

(and thus the extent of camouflage is raised), the probability of success of code

analysis for D(M) approaches 0.

When the secret part C(M) agrees with (or is contained in) the code block

D(M) which is arbitrarily selected by the attacker, this implies that the static

analysis of M is a success. Since the identification of C(M) depends on the skill

of the attacker, formulation by the theory of probability is difficult. Letting,

as an assumption, the probability that C(M) is contained in D(M) be X, the

probability of successful analysis P (Success) is expressed as

P (Success) = X × P (Success,D)

=
((L−m)2 + Lm

L2

)n
X (3.3)

Based on the above formulation, it is evident that in order to increase the

probability of successful static analysis by the attacker, it is necessary for him
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Figure 3.6. Probability of success of code analysis (m = 100)

either to increase X by skillfully locating C(M), or to enlarge the size m of the

analyzed part D(M). On the other hand, the user of the proposed method can

easily control P (Success) by increasing the number of camouflaged instructions

n.

In the above discussion, P (Success) increases with the size of L. This is

because dummyi is chosen at random in the formulation of the event Ei, which

can prevent dummyi from being contained in C(M). However, when the user
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knows the position of C(M) beforehand, P (Ei) can be decreased by inserting

dummyi into C(M), or by increasing the distance between RRi and dummyi so

that it is larger than the expected m. Thus, the probability of success of code

analysis can be decreased.

On the other hand, when the user does not know exactly the position of C(M),

or wants to decrease the probability X that the attacker can locate C(M), it will

be effective to divide M into L/m blocks and to insert a constant number of

camouflaged instructions in each block. This measure makes the analysis diffi-

cult, no matter which block D(M) the attacker subjects to analysis, since the

camouflaged instructions are distributed uniformly.

3.3.3 Security against Dynamic Analysis

When M is stopped at a point during execution with a debugger, some of the

dummy instructions in C(M) may be in the state of being rewritten as the original

instructions. If the attacker acquires a snapshot and observes the part correspond-

ing to C(M) in the program loaded in memory, some of the original instructions

can be determined. This poses a danger that C(M) may be correctly understood.

However, in this process it is difficult to know the original content of all dummy

instructions present in C(M). The reason is as follows. Since the restoring

routine used to rewrite the dummy instruction in C(M) is scattered over the

whole program, various parts of the program must be executed in order to execute

all of these routines. Unless the whole program is understood, this process has a

high cost. Furthermore, when the hidden routine is executed, the instruction that

was present in the original content is again overwritten by the dummy instruction.

Consequently, even at the point immediately before the end of the program, the

attacker cannot acquire a snapshot in which most of the instructions have been
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restored to the original instructions.

However, especially when fewer dummy instructions are present in C(M),

dynamic analysis can be an effective mode of attack. Consequently, it is desirable

to use other techniques to make dynamic analysis difficult by preventing the

operation of a debugger that uses interrupts and other instructions [8]. This will

improve the security of M against dynamic analysis.

3.4. Case Studies

3.4.1 Outline

This section describes the measurement process and the results for the following

three items when the proposed method is applied to software.

(1) The distance between the target instruction and the restoring routine

(2) The change of the file size (size overhead)

(3) The change of the execution time (performance overhead)

The tool ccrypt was used, which encrypts and decrypts files, as the soft-

ware with which to test the proposed method [60]. This program is open-source

software under the GPL license.

The authors experimentally constructed a system in which the program was

camouflaged by the proposed method [31]. Using that system, the proposed

method was applied to the target program by the following procedure.

(1) The source file s1, s2, . . . , sn in the C language was compiled and the original

assembly file a1, a2, . . . , an was obtained.
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(2) Each of a1, a2, . . . , an was camouflaged, and the camouflaged assembly file

a′1, a
′
2, . . . , a

′
n was obtained.

(3) a′1, a
′
2, . . . , a

′
n were assembled and the execution modules o1, o2, . . . , on were

obtained.

(4) o1, o2, . . . , on are linked and the executable file p is obtained.

In each trial, it is verified that the executable file p operates correctly.

In executable files running under Windows (such as the Microsoft Portable

Executable format), enabling/disabling of writing to the code area is controlled

by a flag in the section header in the file [39]. When the proposed method is

applied, it is necessary to make the code area rewritable during execution by

setting the flag beforehand.

The computer used in the experiment had Windows XP as the OS, a main

memory size of 512 Mbytes, and a Pentium 4 CPU (clock frequency 1.5 GHz,

primary trace cache 12kµOps, primary data cache of 8 kbytes, and the secondary

cache of 256 kbytes).

3.4.2 Distance between Target Instruction and Restoring

Routine

Figure 3.7 shows the distribution of the dummy instruction and the restoring

routine for a camouflaged assembly language file. The file has 1490 lines and

947 instructions before camouflaging. One hundred thirty instructions are cam-

ouflaged. The vertical axis of the figure is the line number, and the horizontal

axis is the line number modulo 30. By adding the value on the horizontal axis

to the value on the vertical axis, the line number containing the instruction or
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Table 3.1. Distance between target instructions and restoring routines

Average Maximum Minimum Standard Deviation

Distance[instructions] 151 611 1 192

the restoring routine is obtained. It is evident from Figure 3.7 that the target

instructions and restoring routines are scattered over the whole program.

Table 3.1 shows the average, the maximum, the minimum, and the standard

deviation of the distance between the target instruction and the restoring routine.

It can be seen from Table 3.1 that in order to ascertain whether an instruction

in the program is a camouflaged instruction, the restoring routine, which is at

a distance of 151 instructions away on average and 611 instructions away at the

maximum, must be located. Since this program is camouflaged at a rate of 1

instruction in each 7 instructions, a large number of camouflaged instructions

will be encountered in the search for the restoring routine. It can also happen, as

was discussed in the example in 3.2.6, that instructions constituting the restoring

routines are themselves camouflaged. Thus, it is likely that the cost of the analysis

intended to find the restoring routine will be high.

Since the minimum distance is 1 instruction, it can be seen that there is a

case in which the target instruction is adjacent to the restoring routine. Since

the position of the target instruction and the insertion position of the restoring

routine are selected at random from the candidates, such a case can occur.
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Figure 3.7. Distribution of target instructions and restoring routines

3.4.3 Size Overhead

Examining the file size of the camouflaged program, it can be seen that the file size

increases in proportion to the number of camouflaged instructions. On average,

each time the number of camouflaged instructions is increased by 100, the file

size is enlarged by approximately 2.4 kbytes. This increase in file size is due to

the increase in the number of inserted self-modification routines as the number

of camouflaged instructions is increased.

Noting that the capacity of secondary memory devices is currently increasing,
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the enlargement of file size will not be a serious problem. However, in an envi-

ronment where the file size is severely limited it may happen that the increase of

the file size must be minimized. Dealing with such a situation is made possible

by adjusting the number of camouflaged instructions so that the file size stays

within the permissible range.

3.4.4 Performance Overhead

The time required for the camouflaged ccrypt to encrypt a 100-kbyte text file

was measured 10 times in each session while varying the number of camouflaged

instructions. The execution time was measured as the difference in the elapsed

time of the system clock from immediately before the start of the camouflaged

program to immediately after the termination of the program. The elapsed time

of the system clock was acquired by using the clock function in C.

Figure 3.8 shows a plot of the results of the execution time measurement. The

horizontal axis shows the number of camouflaged instructions, while the vertical

axis shows the average program execution time and the proportion of camouflaged

instructions (depicted by bars).

It can be seen from Figure 3.8 that the average execution time increases with

the number of camouflaged instructions. When 500 instructions are camouflaged

(when approximately 5% of the entire instructions are camouflaged), the average

execution time is approximately 2.9 seconds. This is approximately 48 times the

execution time (approximately 0.06 second) when no instruction is camouflaged.

Three possible reasons for this increase in execution time exist.

(1) Inserting self-modification routines increases the number of instructions to

be executed.

(2) Each time a self-modification routine writes code cached in the CPU, the
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Figure 3.8. Impact on program execution time

corresponding cache line is invalidated [59].

(3) The self-modification mechanism increases the frequency of prediction fail-

ure of conditional branches in the CPU.

Increased execution time may or may not be a disadvantage. Excessive cam-

ouflaging is not recommended, for example, for an algorithm that considers the

next move in a game such as shogi or chess, or for an algorithm which must

operate in real time, such as a streaming playback routine for speech.
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For a program in which the user is restricted by means of password authentica-

tion, on the other hand, the proposed method may be used in order to complicate

the analysis of the password check routine. In such a case, if the method is applied

only to the password checking part of the program, the original functioning is not

degraded, except that a longer time is required for the password check. Location

and degree of the camouflage should be chosen according to the properties and

purpose of the program or module to which the proposed method is applied.

In addition, the probability of success of code analysis, which is formulated

in 3.3.2, can help determine the degree of camouflage. Figure 3.9 shows the

relationship between the probability of success of code analysis and performance

overhead (about the same program). The horizontal axis shows the proportion

of camouflaged instructions, while the vertical axis shows the average program

execution time (depicted by the solid line) and the probability of success of code

analysis (depicted by dotted lines). m/L (the proportion of instructions to be

analyzed) is varied as 1%, 3% and 5%.

As can be seen, in this graph, the probability of success of code analysis de-

creases as the program execution time increases. Grasping this trade-off relation

between the level of protection against static analysis and performance overhead

can be useful in finding the optimal degree of camouflage.
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3.5. Related Work

The self-modification mechanism itself has long been known. One of its purposes

is to reduce the program size and the required memory capacity in execution [26].

Another purpose is to protect programs, as in this study, in which a program is

encrypted and decrypted by self-modification [2, 4–6, 12, 17, 23, 24, 29, 48, 55]. In

the latter case, the specified range of the program is encrypted beforehand and is

decrypted by self-modification during execution. The instructions are encrypted

again if necessary. This approach, which is called software encryption, is similar to

the proposed method in the sense that the program is rewritten during execution,

but differs in the following respects:

• Identifying the position of a camouflaged instruction by static analysis is not

easy, because a camouflaged instruction cannot be distinguished from other

instructions. On the other hand, the range of the part of the program which

is encrypted may be easily identified, since it has features different from the

other parts (such as the absence of instruction sequences and impossibility

of disassembly).

• The restoring routine used to resolve the camouflage is a very ordinary

short routine in main memory, with a length of 1 to several bytes. In

addition, since such routines are scattered through the program, identifying

their positions by static analysis is not easy. On the other hand, a routine

for decryption has a large size, and hiding the identification cue is not

easy. In particular, when the whole program is encrypted, the decryption

starts immediately at the beginning of program execution, which makes

identifying the routine for decryption easy.
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The approach in which an instruction which has been overwritten by a dif-

ferent content beforehand is replaced by the original instruction at the time of

execution has been considered in the past for software protection. However, in

the past approach, an operator with sufficient knowledge, technique, and assem-

bler resources, had to handle the protection process manually. In contrast, this

chapter proposes and evaluates a systematic (formulated) method of protecting

software by self-modification. The proposed method is easy to automate and to

flexibly adjust the trade-off (degree of camouflage) between the degree of protec-

tion and the overhead.

The instruction code of the program that is protected by a method using

the self-modification mechanism (such as software encryption methods and the

proposed method) can be modified by any other executable program at run-

time, since the protected program needs its code section to be modified for self-

modification to be done. Although that restriction is normally not a disadvantage,

applying the methods to a program that is running all the time (e.g., a server pro-

gram) is not recommended since there is a possibility that the protected program

may be attacked by malware (e.g., viruses, worms) at run-time.

Other methods of making program analysis difficult have included many meth-

ods of software obfuscation [13–16,27,42,46,50,63,64]. Obfuscation is a technique

in which a given program is converted to a program which is more difficult to

analyze (more complex) without modifying its specifications. The behavior of

the obfuscated program can be understood correctly, even if only partially, by

spending a long time analyzing the program. On the other hand, in a program

which is protected by the proposed method, it is difficult to determine, even par-

tially, when an instruction with different content from the original instruction is

present (unless the restoring routine has been identified), even if a long time is

spent. This is the difference between obfuscation and the proposed method.
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The proposed method is a technique which is not controversial with respect

to encryption or obfuscation. Consequently, the analysis of the program is made

still more difficult by combining the proposed method with these approaches.

When the method is combined with obfuscation, for example, the result is a

program which cannot be analyzed successfully unless the following two stages

are accomplished.

(1) The uncamouflaged state is obtained.

(2) The obfuscated program is understood.

It should be noted, however, that the program size or the execution time may

be further increased by the combined use of these approaches.
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Chapter 4

Conclusion

4.1. Achievements

In this dissertation, research on preventing secret information in software pro-

cesses and software products from being revealed to users was addressed. Two

cases were considered where secret information was revealed: (1) through work

products leaked by insiders who take part in a software development process,

and (2) by reverse engineering of software products. Case (1) occurs before a

software product is released, while case (2) occurs after a software product is

released. The method for preventing secret information in each case has been

tackled successfully.

First, in Chapter 2, a method for evaluating the risk of information leakage in

the software development process was presented. This method is useful for pre-

venting secret information in case (1). Leakage was formulated as an unexpected

transfer of product knowledge among developers sharing the same process. Next,

a method was proposed to derive the probability that each developer will know

each work product at any process of software development.

Three case studies were also conducted. The result of the first case study
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quantitatively showed that, more collaboration among authorized and unautho-

rized developers causes a higher risk of information leakage. In the second case

study, the proposed method was also shown to be useful as a powerful means to

perform optimal tunings of the process configuration. Finally, in the third case

study, the structure of the process was shown to control the execution order of

processes, which in turn, significantly influences the risk of information leakage.

Next, in Chapter 3, a method for increasing the cost of reverse engineering

attacks, which aims to prevent secret information in case (2) was proposed. In

particular, a systematic method of making program analysis difficult by camou-

flaging instructions was proposed. When an attacker attempts a static analysis

of a part of the program which contains camouflaged instructions, he/she cannot

understand the original behavior of that part correctly unless he/she locates the

restoring routine.

To investigate the difficulty of analysis of the camouflaged program, the prob-

ability that the attacker can correctly understand the secret part of the program

was analyzed. Based on the resulting equation, it was concluded that the more

the instructions are camouflaged, the more the probability of success of code

analysis decreases.

As a case study, a program (ccrypt) was camouflaged and the distance be-

tween the target instructions and the restoring routine, the file size, and the

execution time overhead was measured. When 130 instructions in 947 were cam-

ouflaged, the average distance between the target instruction and the restoring

routine was 151 instructions. Since many camouflaged instructions may exist

between the target instruction and the restoring routine, it is likely that a costly

analysis will be required to find the restoring routine. As regards overhead, it

was found that the file size and the overhead of execution time are increased with
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an increasing number of camouflaged instructions. Choosing the position and

degree of camouflage according to the properties and purposes of the program or

module to which the method is applied is desirable.

Prototypes of each proposed method have been implemented. It is assumed

that the prototype tool for evaluating the risk of information leakage is used by

a developer who designs a software development process (e.g., software process

analyst, software process designer) to construct a secure software development

process, before the development process is performed. On the other hand, it is

assumed that the prototype tool for increasing the cost of reverse engineering is

used by a developer who designs or implements a software product (e.g., code

designer, programmer), after the implementation and the test of the software is

done.

4.2. Future Research

Some issues remain for future study.

The proposed method for evaluating the risk of information leakage is simple

and generic; therefore, the method should not be limited to the security-sensitive

software process. The method is highly feasible for other workflow-based appli-

cations, such as medical work flows [56] where private information must be pro-

tected. In addition, more practical methods for calculating leak(u,w, u′), which

characterize the probability that a developer u leaks the product knowledge w to

another developer u′, are left as a challenging issue for future work.

As for the method of increasing the cost of reverse engineering attacks based on

instruction camouflage, improving the system so that the execution time overhead

will be reduced in order to make the proposed method capable of wider application
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is planned. Specifically, improving the algorithm for determining the inserting

position of self-modification routines are planned as follows:

• Determining the inserting position of a self-modification routine considering

the execution frequency of the position. Loop structure of the target pro-

gram and an estimate of execution frequency of each block of the program

are statically analyzed, to avoid inserting self-modification routines in the

frequently-executed blocks.

• Determining the positions of self-modification routines considering the ef-

fectiveness of CPU pipeline. Since a self-modification routine interrupts

branch prediction, the distance between self-modification routines influ-

ences the effectiveness of the CPU pipeline. A routine is inserted so that

the routine will be a certain distance apart from the other routines.
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Appendix

A. Example of Camouflaged Program

A simple program containing a conditional branch and the camouflaged program

are presented below:

A.1 Original Program (C language)

#include <stdio.h>

#define PASSNUM 13

int main() {

int n;

scanf("%d", &n);

if(n!=PASSNUM) {

printf("INVALID\n");

return -1;

}

printf("OK\n");

return 0;

}

A.2 Original Program (assembly)

LC0:

.ascii "%d\0"

LC1:

.ascii "INVALID\12\0"
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LC2:

.ascii "OK\12\0"

.align 2

.globl _main

_main:

pushl %ebp

movl %esp, %ebp

subl $24, %esp

andl $-16, %esp

movl $0, %eax

movl %eax, -12(%ebp)

movl -12(%ebp), %eax

call __alloca

call ___main

movl $LC0, (%esp)

leal -4(%ebp), %eax

movl %eax, 4(%esp)

call _scanf

cmpl $13, -4(%ebp)

je L10

movl $LC1, (%esp)

call _printf

movl $-1, -8(%ebp)

jmp L9

L10:

movl $LC2, (%esp)

call _printf
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movl $0, -8(%ebp)

L9:

movl -8(%ebp), %eax

leave

ret

A.3 Camouflaged Program

LC0:

.ascii "%d\0"

LC1:

.ascii "INVALID\12\0"

LC2:

.ascii "OK\12\0"

.align 2

.globl _main

_main:

movl $T2 + 0x824, %eax # RR2

subl $0x824, %eax # RR2

movb $0xeb, (%eax) # RR2

pushl %ebp

subb $0x3d, T3 + 2 # RR3

movl %esp, %ebp

subl $24, %esp

andl $-16, %esp

movl $T1 - 20 + 3, %eax # RR1

addl $20, %eax # RR1
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T3:

movb $0x4a, (%eax) # RR1 target3

movl $0, %eax

movl %eax, -12(%ebp)

movl -12(%ebp), %eax

call __alloca

call ___main

movl $LC0, (%esp)

leal -4(%ebp), %eax

movl %eax, 4(%esp)

movl $T3 - 0x08 + 2, %eax # HR3

addl $0x08, %eax # HR3

movb $0x4a, (%eax) # HR3

call _scanf

T1:

cmpl $7, -4(%ebp) # target1

je L10

movl $LC1, (%esp)

call _printf

movl $-1, -8(%ebp)

T2:

je L9 # target2

L10:

movl $LC2, (%esp)

call _printf

movl $0, -8(%ebp)

movb $0x74, T2 # HR2
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L9:

movl -8(%ebp), %eax

movl $T1 + 0x120 + 3, %eax # HR1

subl $0x120, %eax # HR1

movb $0x07, (%eax) # HR1

leave

ret
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developer, 12
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information leakage, 6, 8, 10, 19

input product, 12

knowledge, 18

knowledge transfer, 5, 9

leakage, 19

obfuscation, see software obfuscation

order of processes, 14

original program, 43
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process-centered software engineering
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restoring routine, 44

reverse engineering, 4
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self-modification, 42

self-modification routine, 44
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ware process

software encryption, 66

software obfuscation, 50, 67

software process, 9

software process model, 12

software product, 4

static analysis, 53

stochastic product knowledge, 22
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